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Corpora

Definition 1. Lef X be a countable set. Then, each function
f: X — N iscalled acorpus, eachx € X is called a type, and
each value of fis called a type frequency. The corpus size is

defined as
=) flx)

reX

(Here, N is the set of all natural numbers, including 0.)
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Occurence Frequencies

Definition 2. Lef x4,...,2, be a finite sequence of type
instances from X. Each x; of this sequence is called a token.
The occurrence frequency of a fype z in the sequence is
defined as the following count

flo) =|1i| 2 =z}
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Probability Distributions

Definition 3. Lef X be a counfable seft of types. A real-valued
functionp: X — R is called a probability distribufion on X, if p
has ftwo properties: First, p’s values are non-negative numbers

plx) >0 forallx e X

and second, p’s values sum fo |

> plx)=1

reX
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The Three Axioms of Probability Theory

Define
p(A):= ) p(x)forall AC X

rEA
to satisfy the three axioms of standard Prolbabiliy Theory.

Axiom 1. p(A) > 0 forany eventf A C X
Axiom 2. p(X) = 1.

Axiom 3. p(lJ;2, Ai) = >, p(A;) for any infinite sequence of
disjoint events A, Ay, As, ...
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Relative-Frequency Estimates

Definition 4. Lef f be a non-empty and finite corpus. The
probability disfribution

_J@)
7

Is called the relative-frequency estimate on f.

p: X —1[0,1] where p(x)

Notes:

p Is well defined, since both |f| > 0 and | f| < oo.

p'svaluessumtoone: Y _p(x) = o |fI7h fla)=|fI7 -

Ypex f@)=1fI71-|fI=1.
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Probability Models

Definition 5. A non-empfty set M of probability distributions
on a set X of types is called a probability model on X.
The elements of M are called instances of the model M.
The unrestricted probability model is the set M(X) of all
probability disfributions on the set of fypes

M(X) = {p: X — [0,1] Zp(az) — 1}

reX

A probability model M is called restricted in all other cases

MCMX) and M # M(X)
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Maximum-Likelihood Estimates

Definition 6. Lef f be a non-empty and finife corpus on a
countable set X of ftypes. Lef M be a probability model on
X. The probability of the corpus allocated by an instance p
of the model M is defined as

L(f;p) = || p(z)/™

reX

An instance p of the model M Is called a maximum-
likelihood estimate of M on f, if and only if the corpus f is
allocated a maximum probability by p

L(f;p) ZgéaﬁjL(f;p)
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Overview of Maximum-Likelihood and
Relative-Frequency

N an instance
corpus of probability of the probability mode
data model maximizing

the corpus probability
{ Maximum-Likelihood Estimationl =
(input) (output)

the probability distributio
comprising
the relative frequencies

1 of the corpus types
{ Relative—Frequency Estimation .
(input) (output)

corpus of
data
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